SUMMARY

This paper presents Dynamic Attention Map by Ising model for face detection. In general, a face detector cannot know where faces there are and how many faces there are in advance. Therefore, the face detector must search the whole regions on the image and requires much computational time. To speed up the search, the information obtained at previous search points should be used effectively. In order to use the likelihood of face obtained at previous search points effectively, Ising model is adopted to face detection. Ising model has the two-state spins; "up" and "down". The state of a spin is updated by depending on the neighboring spins and an external magnetic field. Ising spins are assigned to "face" and "non-face" states of face detection. In addition, the measured likelihood of face is integrated into the energy function of Ising model as the external magnetic field. It is confirmed that face candidates would be reduced effectively by spin flip dynamics. To improve the search performance further, the single level Ising search method is extended to the multilevel Ising search. The interactions between two layers which are characterized by the renormalization group method is used to reduce the face candidates. The effectiveness of the multilevel Ising search method is also confirmed by the comparison with the single level Ising search method.
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1. Introduction

Face detection is the first essential step for automatic face recognition. Since automatic face recognition has many potential applications [1]–[6], face detection becomes an active research area [7], [8]. Some frontal face detection methods give high detection rate under the restricted environment [7]–[12]. However, in general, the face detector must search the whole regions on the input image because the system can not know where faces there are and how many faces there are in advance. Therefore, face detection requires much computational time. The efficient search algorithm without decreasing the detection accuracy is required.

The face detection methods based on color information of faces do not require much computational cost [13], [14]. However, it is not easy to detect the correct position of faces from only color information. Color information of faces is effective to reduce the candidates of faces. Rowley et al. [11] make the face detector be invariant to translations about 25%. The search speed is improved by using coarse search. However, in general, there is the trade-off between the search speed and the false detection rate. On the other hand, we applied the random search method, in which the search point is selected randomly, to face detection method [15]. Although the average speed of the random search is improved, the speed of the random search depends on the random number and is unstable. The reasons are as follows. (1) Each matching in random search is performed independently. (2) The random search method does not utilize the information (the likelihood of face) obtained at previous search points. In this paper, in order to use the likelihood of face obtained at previous search points effectively, Ising model [16], [17] is adopted to face detection [18].

Ising model is the simplest model of magnetization. It can take only one state of “up” and “down”. The state of the spin depends on both the state of the neighboring spins and an external magnetic field. Since face detection problem has only two states; “face” and “non-face”, we can assign Ising spins to “face” and “non-face” states of face detection. In our face detection method, the proximity to the mean vector of face class in discriminant space represents the likelihood of face. The neighboring spins of previous search point (the selected spin) are expected to have similar likelihood of face as that of previous search points. If the measured likelihood of face is integrated into the energy function of Ising model as the external magnetic field, then the states of the spins in neighboring region of previous search point can be estimated through spin flip dynamics. This paper demonstrates that the search space for face detection is narrowed down effectively by spin flip dynamics which use the state of neighboring spins and the measured likelihood of face. Furthermore, we extend Ising search to multilevel Ising search by taking the renormalization group method into consideration [19], [20]. In the multilevel Ising search, Ising model is adopted to the different layers and the interaction between the different layers is used to reduce the face candidates. The effectiveness of the multilevel Ising search method is also confirmed by the comparison with single level Ising search method.

In Sect. 2, we explain a scale and rotation invariant face detection method used in this paper. The performances of that method are also shown in Sect. 2. Ising model, which is the simplest model of magnetization, is explained in Sect. 3. How to adopt Ising model to face detection is explained in
2. Scale and Rotation Invariant Face Detection Method

This section gives a review of the scale and (2D) rotation invariant face detection method using Higher-order Local AutoCorrelation (HLAC) features extracted from Log-Polar image [15]. That method consists of the following three steps.

1. The center point of Log-Polar transformation is set to a certain position on the input image and a Log-Polar image is constructed.
2. HLAC features are extracted from the Log-Polar image.
3. The extracted features are projected into the discriminant space for face and non-face classification. Then measure the proximity to mean of face class (likelihood of face) and decide face or non-face.

By applying this process to all positions on the input image, the face detector can find faces in the image. Figure 1 shows the flow of face detection. In the training of the face class, the center point of Log-Polar transform is set to the top of one’s nose. Therefore, that detection method is invariant to scalings and rotations in terms of top of one’s nose. First, we explain Log-Polar transformation [21]–[24] and HLAC features [25], [26].

2.1 HLAC Features Extracted from Log-Polar Image

Input image is generally represented as a collection of pixel points on the Cartesian coordinate in which the origin is at the middle pixels in the height and width of the image. Log-Polar image can be constructed by the following transformations of the coordinates. At first, the point \((x, y)\) on the Cartesian coordinate is transformed into the point \((\rho = \sqrt{x^2 + y^2}, \theta = \arctan(y/x))\) on the Polar coordinate. The point on the Polar coordinate is transformed into the point \((z = \log(\rho), \theta)\) on the Log-Polar coordinate by taking the logarithm of the scale \(\rho\). Figure 2(a) and (b) show Cartesian coordinate (input image) and Log-Polar coordinate (image).

In this paper, we use the re-sampling method by the inverse transformation to obtain the Log-Polar image from the input image. To obtain the pixel value at the point \((z, \theta)\) on the Log-Polar image, the point is inversely transformed into the point \((\exp(z) \cos(\theta), \exp(z) \sin(\theta))\) on the Cartesian coordinate. Then the value of the point \((z, \theta)\) is estimated as the mean intensity value of the neighboring points of the back-projected point \((\exp(z) \cos(\theta), \exp(z) \sin(\theta))\) on the input image. We can obtain a Log-Polar image by performing this estimation for all points on the Log-Polar coordinate. Figure 3(a)–(c) show an input image, the sampling points used to construct the Log-Polar image, and its Log-Polar image. Note that the sampling density decreases from the center to the periphery. This means that the extracted features contain much information of the target on the central region than that on the peripheral regions such as background.

Log-Polar image has a good property for scale and rotation invariant feature extraction. Scalings of a target are represented as the shifts along \(z = \log(\rho)\) axis on the Log-Polar image. Rotations of a target are also represented as the shifts along \(\theta\) axis. Figure 4(a)–(f) show Log-Polar image of a simple 2D shape with different scales and rotations. Both scalings and rotations of the target are represented as the shifts in Log-Polar image.

To obtain the scale and rotation invariant features, we have to extract shift invariant features from the Log-Polar image because the scalings and rotations are represented as the shifts in Log-Polar image. In this paper, HLAC features [25], [26] are utilized as shift invariant features.

It is well known that autocorrelation function is shift-invariant. Its extension to higher orders is higher-order autocorrelation function. The \(N\)th-order autocorrelation functions with \(N\) displacements \((a_1, a_2, \cdots, a_N)\) from the refer-
35 local $3 \times 3$ mask patterns and by computing the sums of the products of the corresponding pixels to “1” in the mask patterns. The “11” and “111” in the mask patterns represent the square and the cube of the same pixel value. Since these features are obviously invariant to the shift, Hlac features extracted from the Log-Polar image become robust to linear scalings and rotations of a target in the input image.

In following experiments, the color informations are used to improve the accuracy of face and non-face classification. Since RGB informations correlate each other, we utilize the color representation $(R+G+B)/3, R-B, (2G-R-B)/2$, which are obtained by Principal Component Analysis of colors [27], to obtain the independent color information. Hlac features of Log-Polar image are extracted from each color independently. Namely, the number of features is 105 ($= 35$ features $\times 3$ colors).

### 2.2 Face and Non-face Classification Based on Linear Discriminant Analysis

Hlac features extracted from a Log-Polar image are general, primitive, and independent of the recognition task. These features have enough information to discriminate faces from non-faces. To get new effective features for the given recognition task (face and non-face classification), it is necessary to combine these features. For this purpose, we use Linear Discriminant Analysis (LDA).

For face detection, we have to design a classifier which can classify face and non-face. It is expected that face class includes only face images, but non-face class includes many kinds of images except face images. It is difficult to deal with non-face class as a single cluster in the feature space. Thus we modified the discriminant criterion such that the covariance of face class is minimized while the covariance with non-face class as a single cluster in the feature space.

In this paper, face class and non-face samples are represented as

$$ C_F = \{x_{Fi} \mid i = 1, \cdots, N_F\}, $$

$$ C_{NF} = \{x_{NFk} \mid k = 1, \cdots, N_{NF}\}, $$

where $N_F$ is the number of face samples and $N_{NF}$ is the number of non-face samples. The mean vector of face class, the covariance matrix ($\Sigma_F$) of face class, and the covariance matrix ($\Sigma_C$) between the mean vector of face class and each sample of non-face class are given by

$$ \bar{x}_F = \frac{1}{N_F} \sum_{i=1}^{N_F} x_{Fi}, $$

$$ \Sigma_F = \frac{1}{N_F} \sum_{i=1}^{N_F} x_{Fi}x_{Fi}^T - \bar{x}_F\bar{x}_F^T, $$

$$ \Sigma_C = \frac{1}{N_{NF}} \sum_{k=1}^{N_{NF}} (x_{NFk} - \bar{x}_F)(x_{NFk} - \bar{x}_F)^T, $$

where the symbol $^T$ denotes the transpose.
New features $\mathbf{y}$ are obtained by linear combination of primitive features $\mathbf{x}$ as $\mathbf{y} = \mathbf{A}^T \mathbf{x}$, where $\mathbf{A} = [a_{ij}]$ is a coefficients matrix.

To construct the discriminant space in which the covariance of face class is minimized and the covariance between the mean vector of face class and each sample of non-face class is maximized, we use the discriminant criterion $J = \text{tr} (\hat{\Sigma}_F^{-1} \hat{\Sigma}_C)$, where $\hat{\Sigma}_F$ and $\hat{\Sigma}_C$ are the covariance matrix of face class and the covariance matrix between the mean vector of face class and each sample of non-face class in the discriminant space, respectively. The optimal coefficient matrix $\mathbf{A}$, which maximizes this discriminant criterion $J$, is obtained by solving the eigen-value problem

$$\hat{\Sigma}_C \mathbf{A} = \hat{\Sigma}_F \mathbf{A} \Lambda \quad (\hat{\mathbf{A}}^T \hat{\Sigma}_F \mathbf{A} = I).$$

The dimension $L$ of discriminant space is given as the lowest value that satisfies

$$98\% \leq \frac{\sum_{j=1}^{L} \lambda_j}{\sum_{j=1}^{M} \lambda_j},$$

where $M$ is the dimension of primitive features.

To investigate whether the unknown input is face or non-face, the proximity to the mean vector of face class in discriminant space is evaluated. If the measured distance is below a certain threshold, then the input is classified as face class. In this classification, the performance of face detection depends on the value of the threshold. The optimal threshold is experimentally determined by using the following two probabilities. The first probability is $P_F = 1 - n_F / N_F$, in which the samples of face class are miss-classified as non-face, where $n_F$ is the number of the samples of face class which has a value less than the threshold and $N_F$ is the total number of samples of face class. The second probability is $P_{NF} = n_{NF}/N_{NF}$ in which the samples of non-face class are miss-classified as face, where $n_{NF}$ is the number of non-face samples which has a value less than the threshold and $N_{NF}$ is the number of non-face samples. We define the threshold as a distance from the mean of the face class. As the threshold is changed from zero to infinity, two probabilities vary depending on the threshold. Since these two probabilities are error probabilities, we would like to minimize both error probabilities. Thus we can select the optimal threshold in which the sum of the two probabilities is minimized.

### 2.3 Performance of Face Detection

First, we investigated how the proximity to the mean of face class changes, when the searched point is moved along the white line in Fig. 6(a). For good face detection, only the point whose center corresponds to the center of a face (one’s nose) must be below the threshold and other points must be above the threshold. The results are shown in Fig. 6(b). The horizontal dotted line in Fig. 6(b) shows the value of optimal threshold determined by the experiment. The image in Fig. 6(a) includes face and hand with same size and same color. Although we find the local minimum at hand regions, their distances are bigger than the threshold. On the other hand, only the region in which a face locates at center gives the distances below threshold. These results show that the points, which have the distance below threshold, contain certainly face.

Examples of the scale and rotation invariant face detection are shown in Fig. 7. The white cross is plotted on the center of the detected region as face. If the white crosses are on one’s nose, then the detection is correct. Figure 7(a) represents the example of two persons with different scales. In spite of the different scales, two faces are detected correctly without changing the size of the image. Figure 7(b) is the example of the image in which human inclines his face. His face is also detected correctly. This is because HLAC features extracted from Log-Polar image are robust to scalings and (2D) rotations of a face.

These results are obtained by searching the whole regions on the image. In general, the system must search the whole regions on the image because it is difficult to know where are faces and how many faces there are in advance. However, the exhaustive search method is not practical because of its computational cost. Previously we applied the random search method, in which the search point is selected randomly, to the face detection[15]. The average speed of the search is improved by the random search method. However, the speed of random search depends on the random numbers and is unstable because the random search method does not make use of the information obtained at previous search points. In order to use of the likelihood of face obtained at previous search points effectively, Ising model is adopted to face detection.
3. Ising Model

Ising model is the simplest model of magnetization [16], [17]. It consists of two state Ising spins; “up” and “down”. The state of the spin depends on both the state of neighboring spins and the external magnetic field. Originally, Ising model was proposed as a simplified version of Heisenberg model, which consists of two state spins and interactions between all spins. Now this Ising model is quite famous for its usefulness in the fields of physics and neural networks. The energy of the spin \( s_i \) is given by

\[
E_i = -J \sum_{j \in nn(i)} s_is_j - Hs_i, \tag{6}
\]

where \( E_i \) is the energy of the \( i \)th spin \( s_i \), \( J \) is a coupling constant of the spins, \( H \) is an external magnetic field, \( nn(i) \) represents the nearest neighboring spins of the spin \( s_i \), and the spin \( s_i \) called Ising spin takes 1 (“up”) or −1 (“down”). The state of the spin is updated according to the probability which is proportional to \( \exp(-\beta \Delta E_i) \), where \( \beta \) is a reciprocal of the temperature and \( \Delta E_i \) is the energy change caused by flipping the spin \( s_i \). The energy change \( \Delta E_i \) caused by flipping the spin \( s_i \) is given by

\[
\Delta E_i = 2J \sum_{j \in nn(i)} s_is_j + 2Hs_i. \tag{7}
\]

The dynamics of Ising model work to minimize the total energy \( E \).

4. Dynamic Attention Map by Ising Model

From Fig. 6(b), we understand that the proximity to the mean vector of face class in discriminant space represents the likelihood of face. The shorter distance in the discriminant space means the higher likelihood of face. The spin flip dynamics works to minimize the energy function which includes the state of neighboring spins and an external magnetic field. If we integrate the measured likelihood of face into the energy function of Ising model as an external magnetic field. If we integrate the measured likelihood of face into the energy function of Ising model, the state of neighboring spins of the selected spin can be estimated through spin flip dynamics. This can be used to reduce the search space dynamically by introducing the information obtained at previous searched points.

In face detection, there are also two states; “face” and “non-face”. Here we set “face” to 1 (“up”) and “non-face” to 0 (“down”). The direction of an external magnetic field (\( H \)) is assumed to be “up” basically, because the non-face regions in the images are wider than that of face. However, the direction and magnitude of an external magnetic field should be changed adaptively by the measured likelihood of face. For example, if the measured likelihood of face is high, then the strong external magnetic field should be given toward “down” (the direction of “face”). On the other hand, if the measured likelihood of face is low, then the strong external magnetic field should be given toward “up” (the direction of “non-face”). To do this, \( H_d(m_d(a) - \theta_d) \) is used as an external magnetic field, where \( H_d \) is the coefficient of the external magnetic field, \( m_d(a) \) is the measured likelihood of face (the proximity to the mean vector of face class in discriminant space) of the spin \( s_a \), and \( \theta_d \) is the threshold to classify face and non-face. In this formulation, the magnitude of the external magnetic field is changed according to the measured likelihood of face. In addition, the direction of the external magnetic field changes by depending on both threshold and measured likelihood of face. The energy function reflecting the measured likelihood of face (\( m_d(a) \)) of a selected spin \( s_a \) is given by

\[
E_i = -J \sum_{j \in nn(i)} s_is_j - H_d(m_d(a) - \theta_d) s_i, \tag{8}
\]

where \( NN(a) \) means the neighboring spins of the spin \( s_a \) for performing the spin flip dynamics, \( E_i \) is the energy of the spin \( s_i \), and \( nn(i) \) represents the nearest neighboring spins of the spin \( s_i \).

The color information of faces is effective to reduce the search space for face detection. We can easily integrate the likelihood of face in terms of the color information into the energy function of Ising model. The discriminant space in terms of color information is constructed by using color signals (RGB data) extracted from face and non-face images. The proximity to the mean of face class in the discriminant space in terms of color information represents the likelihood of face in terms of color information. The optimal threshold for discrimination using color information is determined by an experiment.

The likelihood of face in terms of color information is integrated into the energy of the spin \( s_i \) as

\[
E_i = -J \sum_{j \in nn(i)} s_is_j - H_d(m_d(a) - \theta_d) s_i - H_c(m_c(a) - \theta_c) s_i, \tag{9}
\]

where \( H_c \) represents the coefficient of the external magnetic field in terms of color informations, \( m_c(a) \) is the measured likelihood of face using color information, and \( \theta_c \) is the threshold for discrimination using color information.

Then the state of each spin is updated according to the probability which is proportional to \( \exp(-\beta \Delta E_i) \), where \( \Delta E_i \) is the energy change caused by flipping the spin \( s_i \), that is,

\[
\Delta E_i = 2J \sum_{j \in nn(i)} s_is_j + 2H_d(m_d(a) - \theta_d) s_i + 2H_c(m_c(a) - \theta_c) s_i. \tag{10}
\]

We call the spin map obtained after spin flip dynamics iteration “Dynamics Attention Map”. Example of Dynamic Attention Map is shown in Fig. 8. White pixels in the image represent the spins remained as face candidates. The state of spins are changed dynamically through spin flip dynamics and face candidates are narrowed down effectively.

In the following, the meta algorithm for Ising search
method using Dynamic Attention Map is shown.

1. Set all spins to \(-1\) ("face" state) and make the face list for search. The list consists of the spins whose state is "face".
2. Select one spin \(s_a\) randomly from the face list.
3. Extract the HLAC features from Log-Polar image of the region centered at the selected spin \(s_a\). Then measure the likelihood of face in the discriminant space and that in the discriminant space in terms of color information of the selected spin \(s_a\).
4. Apply the spin flip dynamics for suitable number of iterations within the neighboring regions of the selected spin \(s_a\).
5. Remove the spins flipped from "face" to "non-face" from the face list and add the spins flipped from "non-face" to "face" to the face list. Note that, if the selected spin to measure the likelihood of face is found to be "non-face", that spin is removed from the face list and never flipped again. (The spin, which is found to be "non-face", works as the magnetic field. Its direction is "up".)
6. By repeating from 2 to 5, face candidates are narrowed down effectively.

5. Evaluation of Ising Search Method

To investigate the effectiveness of Ising search method, Ising search method is compared with the random search method. In this experiment, the number of search is evaluated when one spin below threshold is found. If face candidates are narrowed down effectively, face is detected with the small number of search.

The parameters of Ising search method are set to \(\beta = 0.2\), \(J = 1.0\), \(H_d = 0.25\), \(H_c = 4.0\), and Monte Carlo steps (MCS) are performed 5 times in the neighboring 5×5 lattice centered the selected spin. MCS is the process which includes the spin selection, energy computation, and spin flip dynamics. The likelihood of face in terms of color information is much smaller than that in terms of HLAC features of Log-Polar image. In order to compensate for that gap, we use large \(H_c\).

Experiments are performed for four cases. Figure 9(a)–(d) shows the face detection results obtained by exhaustive search method. The white crosses in this Figure represent the center of the detected region. The size of these images is 160 × 120 pixels. In this paper, the window size for Log-Polar transformation is set to 60 × 60 pixels, and the peripheral 32 pixels of the input image are not used as the center points of Log-Polar transformation. Therefore, the number of face candidates in the input image is 5,376. The case 1 is one person in an image with face to the non-face pixel-ratio 8/5,368. The case 2 is one person in an image with face to the non-face pixel-ratio 9/5,367. The case 3 is one person and his hand with face to the non-face pixel-ratio 91/5,285. The case 4 is two person at the different size with face to the non-face pixel-ratio 89/5,287. Ising and random search were repeated 100 times for each case with changing the random number. The search was continued until face is detected. In this experiment, there is no failure. The failure means that the face list becomes empty before finding a face.

The mean and median number of search are shown in Table 1. From Table 1, we understand that the number of Ising search is about the half of random search. This result shows that Ising search can narrow down face candidates effectively. Figure 10 shows how the number of face candidates decreases. The random search makes the number of the face candidates decrease gently. On the other hand, Ising search makes the number of the face candidates decrease steeply. Note that Ising search method makes the search space narrower effectively than the random search method.

When an input image does not include faces, the search time of the random search method corresponds to the exhaustive search method. On the other hand, Ising search
method does not require so much time because Ising search method can make the number of face candidates decrease through spin flip dynamics. In the upper experiments, the search is finished if only one face is detected. This search method can not detect multiple faces. If Ising search is performed until the number of face candidates becomes zero, multiple faces can be detected. Since the face candidates are already decreased through spin flip dynamics, the additional search does not require much computational time. Figure 11 (a) and (b) show the result obtained by exhaustive search method. Dynamic Attention Maps obtained through spin flip dynamics are shown in Fig. 11 (c) and (d). The white pixels in Fig. 11 (c) and (d) represent the spins classified as face. The obtained Dynamic Attention Maps are nearly equal to the results obtained by exhaustive search method. Note that two person’s faces are detected correctly. The search maps obtained in this experiment are shown in Fig. 11 (e) and (f). The white pixels represent the spins which are selected and classified. From Fig. 11 (e) and (f), the regions around faces are searched finely. On the other hand, the non-face regions are searched coarsely. This is because the state of neighboring spins are changed to non-face though spin flip dynamics. From these results, the effectiveness of Ising search method is demonstrated.

6. Multilevel Dynamic Attention Map

To improve the search performance further, the single level Ising search method is extended to the multilevel Ising search. The interactions between upper (coarse scaled) and lower (fine scaled) layer are used to construct the multilevel Dynamic Attention Map. The interactions between two layers are characterized by the renormalization group method such that the state of the spin on the upper layer is determined by the states of the corresponding spins on the lower layer and the couplings of the corresponding spins on the lower layer is used in the spin flip dynamics on the upper layer. Figure 12 shows the multilevel structure. When a spin $s^u_i$ on the lower layer, which is in the “face” state and one of the component spins of the spin $s^u_i$ on the upper layer, is selected to evaluate a likelihood of face on the lower layer, the energy of the spin $s^u_i$ on the upper layer layer can be given as

$$E^{upper}_i = -J \sum_{j \in \text{nn}(i)} s^u_i s^u_j - J_{ul} \sum_{k \in \text{com}(i)} s^u_i s^l_k - H_d^u(m_i^l(a) - \theta_d) s^u_i - H_c^u(m_i^l(a) - \theta_c) s^u_i, \quad i \in \text{NNU}(a),$$ (11)

where the super scripts “$u$” and “$l$” stand for the quantities on the upper layer and those on the lower layer, $J_{ul}$ is a coupling constant for the interactions between the layers, $\text{com}(i)$ means the component spins $s^l_j$ on the lower layer of the spin $s^u_i$, and $\text{NNU}(a)$ means the neighboring spins to the spin $s^u_i$ for performing the spin flip dynamics. On the other hand, the energy of the spin $s^l_i$ on the lower layer can be given as

$$E^{lower}_i = -J \sum_{j \in \text{nn}(i)} s^l_j s^l_i - H_d^l(m_i^l(a) - \theta_d) s^l_i.$$
\[ -H'_c(m'_i(a) - \theta_c)s'_i, \quad i \in NNL(a), \]  
(12)

where \( NNL(a) \) means the neighboring spins to the spin \( s'_a \) for performing the spin flip dynamics.

Then the state of every spin \( s'_n \) on each layer is updated according to the probability which is proportional to \( \exp(-\beta \Delta E_{\text{upper}}) \), where

\[
\Delta E_{\text{upper}}^l = 2J \sum_{j \in \text{neigh}(i)} s'_n s'_j + 2J_{ul} \sum_{k \in \text{com}(i)} s'_i s'_k \\
+ 2H'_d(m'_d(a) - \theta_d)s'_i \\
+ 2H'_c(m'_c(a) - \theta_c)s'_i,
\]

\[
\Delta E_{\text{lower}}^l = 2J \sum_{j \in \text{neigh}(i)} s'_i s'_j + 2H'_d(m'_d(a) - \theta_d)s'_i \\
+ 2H'_c(m'_c(a) - \theta_c)s'_i.
\]  
(13)

This spin flip dynamics in Ising model on each layer creates the multilevel Dynamic Attention Map.

In the following, we show the meta algorithm for the multilevel Ising search.

1. Set all the spins on each layer to \(-1\) (“face”) and make the face list for search on the upper layer. The face list consists of the spins in the “face” state on the upper layer.
2. Select one spin \( s'_a \) randomly from the face list on the upper layer. Then select one spin \( s'_b \) in “face” state randomly from the lower layer, which must be a component spin of the selected spin on the upper layer. If such all component spins on the lower layer are in the “non-face” state, repeat this step until such the spin in the “face” state on the lower layer is selected.
3. Measure the likelihood of face in the discriminant space and that in the discriminant space in terms of color information of the selected spin on the lower layer.
4. Apply the spin flip dynamics for suitable number of iterations on the lower layer.
5. Update the state of the spin on the upper layer. The state of the spin on the upper layer depends on the number of spins in the “face” state on the lower layer. This is a kind of the renormalization group method.
6. Apply the spin flip dynamics for suitable number of iterations on the upper layer using the interactions between the layers and the likelihood of face obtained on lower layer.
7. Remove the spins flipped from the “face” to the “non-face” from the face list and add the spins flipped from the “non-face” to the “face” to the face list. Note that, if the selected spin to measure the likelihood of face is found to be in the “non-face” state, that spin is removed from the face list and never flipped again.
8. By repeating from 2 to 7, face candidates are narrowed down effectively.

### 7. Evaluation of Multilevel Ising Search Method

This section shows the effectiveness of multilevel Ising search method. In the following experiments, we use the same images used in the experiments for the single level Ising search method. The number of the component spins on the lower layer of the single spin on the upper layer is \( 2 \times 2 \). The other parameters of the multilevel Ising search are set to \( \beta = 0.2, H'_d = 0.2, H'_c = 6.0, J = 1.0, \) and \( J_{ul} = 2.0 \). Monte Carlo steps (MCS) are performed 5 times in the neighboring \( 5 \times 5 \) lattices centered the selected spin.

The face detection experiment was repeated 100 times for each case. Table 2 shows the means and the medians over 100 trials for each case. Comparing this result with that of the single level Ising search (See Tables 1 and 2), we understand that the performance of the multilevel Ising search is better than that of the single level Ising search. Examples of Dynamic Attention Maps obtained after detecting a face are shown in Fig. 13. The white regions in Fig. 13(a) and (b) represent the spins in the “face” state on the upper and lower layer respectively. Dynamic Attention Map on the upper layer shows where the face is. On the other hand, the many spins in “face” state are remained in Dynamic Attention Map on the lower layer. The remained spins in “face” state on non-face regions represent the component spins of the spin which is removed from face list on the upper layer after only one search. It is considered that the likelihood of face of these remained spins on non-face regions are low and the corresponding spins on the upper layer of these spins on the lower layer are flipped from “face” to “non-face” by the spin flip dynamics on the upper layer. The spin flip dynamics on the upper layer makes the search on non-face regions coarse. The number of search is decreased by this process. In contrast to it, face regions are searched finely.

To investigate the effectiveness of the multilevel Ising

<table>
<thead>
<tr>
<th>Table 2</th>
<th>The performance of multilevel Ising search method.</th>
</tr>
</thead>
<tbody>
<tr>
<td>case 1</td>
<td>mean = 109.15, median = 108</td>
</tr>
<tr>
<td>case 2</td>
<td>mean = 105.77, median = 111</td>
</tr>
<tr>
<td>case 3</td>
<td>mean = 35.37, median = 32</td>
</tr>
<tr>
<td>case 4</td>
<td>mean = 34.99, median = 29</td>
</tr>
</tbody>
</table>

**Fig. 13** Dynamic Attention Map obtained by multilevel Ising search method. (a) Dynamic Attention Map on upper layer. (b) Dynamic Attention Map on lower layer.
search, the search is continued until the face list becomes empty. Figure 14 shows the Dynamic Attention Map and search map on the lower layer. Figure 14 (c) and (d) show the search map on the lower layer, in which the white pixels represent the searched spins. Comparing these search maps with those of the single level Ising search (See Fig. 11), we understand that the density of the search on face regions are nearly equal to that of the single level Ising search. On the other hand, the density of the search on non-face regions is coarser than that of the single level Ising search. This is because face candidates are narrowed down effectively through the spin flip dynamics on the upper layer. The remained white blocks in Fig. 14 (a) and (b) represent the component spins of the spins whose state are flipped to “non-face” by the spin flip dynamics on the upper layer. In the case of single level Ising search, all remained spins (white blocks in Fig. 14 (a) and (b)) are searched until the face list becomes empty. Therefore, the number of the search of multilevel Ising search is smaller than that of the single level Ising search. On the other hand, the spins in “face” state around face regions in Dynamic Attention Map on lower layer represent the spins detected as face.

From these results, the effectiveness of the multilevel Ising search is demonstrated.

8. Conclusion

The efficient search is realized by adopting Ising model to face detection. To improve the search performance further, the single level Ising search is extended to multilevel Ising search by taking the renormalization group method into consideration. The effectiveness of the multilevel Ising search method is confirmed by the comparison with the single level Ising search method. The multilevel Ising search method requires about 0.3 seconds to find faces in the case of Fig. 9 (a) and (b) on PC with Xeon CPU 2 GHz, when the search is continued until the face list becomes empty. On the other hand, the single level Ising search method requires about 0.6 seconds to find faces on same PC. This result also shows the effectiveness of the multilevel Ising search.

In general, there is the trade-off between the search speed and the false detection rate. It is difficult to detect faces efficiently and accurately. One of them is sacrificed [11],[15]. The proposed search method does not guarantee to obtain optimal positions of faces. However, the proposed method can narrow down the search space effectively. Therefore, it is expected that the optimal positions of faces are obtained with high probability and with low computational cost.
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